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Abstract. The work shows a procedure to determine the irdtion of 3D position of multiple solid objects imet
working space of a robotic cell. The proposed methses a pair of images to obtain a 3-D mappinghef space
around the objects. A calibration box is initialhpsitioned to define a reference frame, and frois ttonstructed a
virtual axis aligned bounding box. This box is ad@gd around the object’'s image projection borderotigh

perspective translation of its faces. The positaord volume of the solid is estimated by reconstncof these
adjusted boxes. The method represents a rathemfagtof defining the 3D region occupied by a solithout the
need to perform a complete surface reconstrucfidre proposed technique has applications in robpacgomation
and manufacturing.
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1. INTRODUCTION

Three-dimensional reconstructions are used foouarpurposes in cases where the depth of informéiessential
to understanding a scene. A scene in a digital éisgomposed of a complex structure of variousmefgs, which are
not always required in a reconstruction. Some keintp of the environment may be sufficient to detee the
movement of a robot, identify the presence of ajeaband retrieve its basic geometrical charadiesis The
simplifying of the environment can reduce the cotafianal effort by the suppression of informatidratt is not
necessary to analyze a scene. In many cases, ¢heade in the amount of information can improvedfiriency of
the process without compromising the end result.

The knowledge about object’s positions is a verpanant question to define the robot position inomated
manufacturing cells. The construction of a virtbalunding box can simplify the amount of parametessd in the
computational 3D coordinate’s calculation. Manyattes, techniques, mathematical and computatiamds tare being
developed for recovering of 3D information from igeaanalysis. The use of bounding box concept terdete the
position and volumetric information of a 3D objéstan important tool to real world mapping. Thead# the use of
bounding boxes was initially presented by GottdcifaD00) to identify a collision of objects thatamoving. Some
other examples of application of this can be sadBarequet (2001) to indexing and retrieval of ie®gn Chan (2001)
for processes of packaging, in Shin (2004) forespntation of surfaces, in Coma (2003) to desigagssembly (DFA),
in Majchrzak (2004) to perform analysis of the mmeat of objects in two-dimensional scenes, andhian(2005) to
simplify the representation of a 3D object from ADCmodel, among othersSome studies about the bounding box
concept have been development by kurka (2005) ani@iR(2006). The approach consists in the fadh@irtiformation
of range can be achieved by inscribing the objeet virtual bounding box. It is created from knovertices of the one
reference real box. The vanishing points obtainee pair of stereo images of the reference boxths starting
procedure to the face box adjustment. The box jsstetl around the object’s image projection bortheough
perspective translation of its faces to fit a regad interest. The volumes and positions definedheyadjusted boxes
are approximations for the real dimensions and tiocaof the solid. Such a procedure is convenifmt the
measurement of solids in an automated assemblyiitlie a pair of fixed cameras, focused on theargf measuring
interest. The method represents a way of definirgg3D region occupied by a solid, without the neegerform a
complete surface or volume reconstruction as pteddn Kurka (2007).

This paper shows the possibility of the use of thethod now for multiple object identification. Theoposal is to
adapt the method of bounding box used in the ofecbldentification, to the new approach to usehimitenvironment
that contains multiple objects. The present woso alonsiders the pinhole camera configurationydeoto determine
geometric aspects of objects and its position aintedsion. It presents an overview of mathematicableh of a
camera, as well as calibration process and a teséription of the epipolar geometry relations #nat the basis of 3D
image reconstruction. It is also presents a cag&®giosition identification of the cylindrical olgjes in a real integrated
manufacturing cell operating by the robot guidedabysion system.
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2. BACKGROUND CONCEPTS

The computing of position of one object in spaaumes mathematic equations that link the 3D regjiaith their
corresponding image point projection from calibdateamera parameters. The equations are describin icamera
reference frame and the point projections are gixguixel coordinates within the same referencdesys Recovering
of the 3D information from a pair of 2D projectias therefore made from a previous knowledge of chmera’s
internal characteristics, known as intrinsic parearse and its position information, called extrmeamera parameters.
The cameras positions are represented by theitiontgR) and translation tf matrices. The mathematical
representation of an image is achieved througlesioaship model between the world coordinates 8Dgpoint and its
corresponding position in the image plane. Suchlaionship, which comes from the pinhole modelkléscribed in
Forsyth (2003). Establishing correspondences ofitpdbetween two images however is a difficult taBken, the
epipolar constraint geometry described in Ma (200#)ps to limit the searching regions for matchpants. The
relationship between two image views and X, of the same point is given by the rigid body tfammation, as
presented in the Eq. (1), as:

X, =RX, +t @)

If X, andX, are images from the same point, tbenmust be on the epipolar line associated WithThis relation
is so called epipolar constraint where relative @anrotatiorR and origin translation vectdrare not a priori known.
The estimation of such quantities is the startiomipof 3-D reconstruction techniques.

2.1. Epipolar Geometry

When the intrinsic parameters of camera are kn@btgined by a calibration process, the epipolarsfiamation is
represented by the essential matEx,comprised of the parameters of rotation and tasios of the camera reference
systems, as Eq. (2) shows. Otherwise, for uncaédraystem, the epipolar constraint is given by ftmelamental
matrix, calledF as in Eq. (3) wher& matrix is called the intrinsic parameters, orlwation matrix.

O
E=TR 2
F=K TRK™ ®)

The formation of these matrices is widely discussedVa (2004). For this study the intrinsic paraenstare
estimated by calibration, and the relative posgéeh two cameras is calculated using the essendiailx.

2.2. Axis Aligned Bounding Box (AABB)

Two types of bounding boxes are described by Guikc(2000). One is called AABB (Axis Aligned Bound
Box) that is a parallelogram whose faces can beesgmted as the extension of lines over a framefefence. In this
case the adjustment requires that the object isnglally positioned according to a known refeeehox of initial
approximation (outer box). Another way is to cadtalthe fit through the type called OBB (OrientenuBding Box)
that can be constructed using principal componealyais (PCA) or calculating the inertial momenttshe objects.

In the method proposed by Kurka (2005) a real egfee box is used to initial configuration as showifrig. 1.a.
This same box is also used in the calibration mec&hen it is realized an adjustment processesdbas vanishing
points as described in previous paper of Kurka {208nd it is obtained a virtual reference boxmeBig. 1.b. The result
is presented in Fig. 1.c, where doted line is thigal box and the solid line is the approximatievhich represents the
volume. The example in Fig.1 it is a brief of thethrod, and the all detailed process is describ&uatek (2006).
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Figure 1. Example of an AABB faces adjust for oohe view of an object.
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3. PROPOSED METHOD

The method proposed is an extension of traditiomethod described in Kurka (2005). The same manmétABB
can be adjusted on the solid’s edges for multipjeais, as shown in the Fig. 2.
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Figure 2. Sketch of a method for multiple objeatsiponing estimation.

As presented in Fig. 2.a, the calibration patterthe same for the use to one or more objectsassimed that the
camera do not changes the position. This box fahageference initial AABB. The following step ingk2.b, deals
about the inserting the object in the referencéoregand the capture of a stereo pair of imageb@fbject. Then the
tresholding must be resolved to obtain the ROI {&e@f the Interest). To simplify the object in nes of pixels
guantities, the edge identification is a good akéive. For this kind of application, the gradidaised algorithms are
sufficient to edge locations even if it generateaatosed contours. The gradient definition is basedhe first-order
derivative of image, where it is zero in the regiomith constant values of black or white, but i4 mero when
calculated on a discontinuity. The first-order datives are based on 2D gradient. Some gradiertsatips as Sobel or
Canny (Gonzalez, 2002) are frequently used to degection.

For the next step represented by the Fig. 2.coliect must exist into box space, as indicated ithline around
the object space. Then, in this step perform#\thBB adjustment trough the faces movement on theatborders.

The proposed method uses the reconstruction digofiom Ma (2004) it is how follow:

i. Use Find a correspondence of points of the prajeicteges for estimating the essential matrix. Abcating
box can be used for that purpose, with the advanthat its vertices can also serve as points obtaging
virtual range box. The eight point algorithm canused to perform such estimation.

ii. Perform a segmentation of the region of intereshene lies the solid whose dimensions are to be
approximated.

iii. Approximate the boundaries of the starting rangeebdo the region of interest through rotationsuatibe
vanishing points of perspective representatiomefvirtual box.

iv. Compute the spatial coordinates of the verticesth&f adjusted virtual bounding boxes, defining the
approximate dimensions and position of the solid.
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repeated for each object with some modificatiortse Thitial problem is also to identify de ROI foadh one. Each
solid, after image segmentation and identificatimust be adjusted separated, because the vanighingused in the
process must be evaluated separately too. Thertepbsitions of objects can be found using a molgygic black and
white operation called “erode”, then the centersitmms can be located and quantities can be kadlin 2D

segmented image. The objects are again recongdrfror® local marks trough a “dilatation” processldhe result is as
in Fig. 2.d. The adjusted bounding boxes represeinté-ig. 2.e, can obtained by the translationedérence frame of
outer box, to known coordinates of each solid sedetkimage. Then the adjustment can be performedach solid,

one by one. The new steps (Fig. 2.d e Fig. 2.ejrer@®bjective of this proposed method. The Figh8ws the vertices
identification for a demonstration model.

Figure 3. Virtual box vertices identification.

From the calibration rig captured by the cameragaih build a virtual box, based on vertices pos#ioThe
extraction of the vertices nameg i=1...6, of the box contour, can be by user interactione 7 and g can be
calculated based on the vanishing points estimalibe camera must see at least six border lindisl (#es identified
by k, in Fig. 3) that are needed to obtain the vanispioigt as described in kurka (2005) and Rudek (R0Dige virtual
cube formed in the space can be reprojected oBlhspace by perspective projection on the imageeplln this case
is not necessary to have an object occupying tha iato the reference box location. The Fig. 4es@nts an example,
where de calibration cube was used to the verticescube lines identifications, and its projectisrchanged for a
specific piece. It is represented only one imagéhefscene, but the process is based a stereofpiarages. Then
instead perform the adjustment to an object withax region, these vertices values are moved to knpigces
positions, and the adjustment is made for eacim Bigy. 4.b.

!'l.

@) (b)

Figure 4. Example of bounding box identification.
(a) original image with calibration cube. (b) segmes objects and adjust for one piece.

The hidden box vertexs\(presented in Fig. 3) is moved to the central dmate of target. This guarantees that six
external cube lines are visible. It is observed thast a distortion caused by the translation,abiee the perspective
changes. This problem will be described in nextisac To evaluate the performance of the methad firesented a
case study based on real application in manufagjuri
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4. A CASE STUDY

A case of study was implemented from an initial kvdeveloped by Rocco (2007) where a computer visigtem
operates in a robotic manufacturing cell. This eysttan find the cylindrical objects positioning édsn a top 2D
view of a bench by the camera mounted on the méatgou He proposes an algorithm that verifies whetthe robot
can access an object, and perform the best wagtth the solid as presented in Fig. 5. Despitesyiséem works to bi-
dimensional analysis, the side view of solid cée'tdeterminate. So, the height isn’t evaluated.

Figure 5. Example of the 2D objects position id&dtion and the calculated positions to manipolati

Then the idea is to perform a new function in t#ystem that deals of volume’s analysis. In thisecéise image
capture system was positioned out of robot manipuld@he camera position is in any position ablevieaw all the
workspace. The calibration process used was homeateby Zhang (2000) and it is based on matchiggraghm
created by Harris and Stephens (Harris, 1998). iiti@l condition it's to estimate de essential matccording as
presented in the item 2.1 using a calibration pattealibration cube). How the points of referecobe is now known,
this box is created on 3D space based on the raotisn.

The cube vertices are known and reference frame cemwbe moved for each object image trough the know
centers. It is considerate that the camera posititonnot change and the objects positions do resigeh The robot will
find each object in the point#X,V.z] coordinates searched by segmentation processewhandyy are coordinate
in the referenced plane XY of object’s centersaiidsk=1,2,...,Nand the height of each one is given by Z orthobona
direction and will define frame movement to caticl bbject. The Fig. 6 presents a result of thisgss.

Figure 6. Example of bounding box identificatioreimanufacture cell.

To obtain the multiple bounding boxes as shownign &, was developed a C++ program to capturerttages. The
calibration process was developed using MatLab usecthe matrix manipulation is totally implemeniedhe specific
toolboxes. The calibration parameters are passé&ttoprogram by an ASCII file, which work about theojective
scene information, and basically perform a segntiemtalgorithm. After the program look for the cerst and draw the
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adjusted box lines. The boxes lines presented ®olbfects are the projection of the reference airtube. In this point
it is important to remember that the vertices dibcation real cube are projected into 3D space, after this, these
same vertices are reprojected onto 2D image plane.

The original algorithm works considering that thgext always into the same space occupied by nefereube, as
in Fig.1. In this study, the one or more objects @ut the space occupied by reference box. WheAARB is formed,
it necessary changes its position. How the objatscloser of cameras than original cube, the petsg is distorted,
as can be seen in the Fig. 4.a. In the case saadiged, was observed that the height of each AgBBerated is close
enough with the real object height. Also, theraristher problem concerned with the upper visibte faf object that is
confused as height according the perspective. Theeboxes generated are slightly higher. This moblvas expected,
and the error can be compensated in the robot mewesnprogram.

5. CONCLUSION

Despite it is a rough procedure for some caseseamier object is sparse in the space, the methedsofuaranties
about the position and their volume representatidme 2D centre coordinates can permit the correaipulator
positioning, and the height is guaranteed by tHame of adjusted box. In the example of this wdodk,each specific
object position, the different sizes of the boxas be recovered, and then the volumes will be miffe Then the top
down robot’s movement can be adjusted based owadhisne value. The axis aligned bounding box camde, since
the task does not require a great precision, becdugscalculated volume defines only the initighaximation for the
movement. Once calibrated, while the camera possrdochange, the process can be executed fobjtis without
new calibrations. Whether a new type of objectié&e@d, and it smaller than reference box, the systiso works. This
study is in progress yet, and the future objectbvémproves the segmentation method to use onlysitie view of
object, to perform a better adjustment.
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