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Abstract. Forecasting space environmental emulation and satellit@ifjcation in a nonlinear thermal-vacuum chamber
by using Gath-Geva learning algorithms and fuzzy systepresed in this paper. Advantages of identifying a model fo
environmental simulation unit are, for instance, the apito detect loss of vacuum, presence of unknown heat soorrces
sinks, training of thermal-vacuum operators, developnoémat supervisor decision-support system for helping torobnt
the whole operation, checking the instantaneous operatiogven operator’'s behavior or performance, and, ultimatel
design an automatic control for the whole system. Elicitimgthematical models from data to forecast nonlinear bedravi

is usually not a simple task mainly when dealing with therr@duum systems. The use of fuzzy logic is a complement for
consolidate or discard relationships when data are imperéad it is an effective tool to explore the meanings of \zlda
when database are available. The objective is the identifinaof system based on the Gath-Geva learning algorithms
employed to optimize the solution for finding out a nonlirgarameter representation associate to Takagi-Sugerryfuz
modeling. A fuzzy system is a nonlinear mapping represédmytadset of IF-THEN rules and an associated fuzzy inference
mechanism in which each element inside a fuzzy region assudegree of fulfillment which are associate with uncertain,
imprecision and vague information. The efficiency of thégerdhms for generating the set of rules and the membership
functions are, then, verified.
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1. INTRODUCTION

Modeling systems has always attracted attention of mattieiaras, engineers, and scientists, in general, who has
the world like its own analysis object. Unfortunately, dieg a mathematic model is a hard task. The real world could
never been represented in its totality by any of the knowoadst available. Whenever there is interest in representing
any system there is also a difference from the real world miodie estimate model called error. Nevertheless, parts of
the real world can be modeled in the most approximate formm fite reality when is given a database for describing, the
closest as possible, how the system behaves (Fig. 1). Thanagal behavior results in an output that can appropyiatel
represent the reality if the difference between the reaksyutput with the observed output is minimum. Hence, the
attemptive of modeling a real system via the use of real dapedduce a feasible description of it as long as this error is
small is called identification.

Based on fuzzy set theory and fuzzy logic, fuzzy system ar@lso assumes an important role when attempting
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Figure 1. Simplified model for system identification

to represent dynamical systems. Takagi and Sugeno (1985) {izzy model, in particular, is especially adequate for
dynamical identification when dealing with data. It is aldepproximate highly nonlinear functions and exhibits damp
structure (Takagi and Sugeno, 1985; Sugeno and Kang, 198®).difficult task of modeling and simulating complex
real-world systems for control systems development is degtumented. Even if a relatively accurate model of a dynamic
system can be developed, it is often complex to use in cdetrdévelopment especially for many conventional control
design procedures that require restrictive assumptianthéoplant (Passino and Yurkovich, 1998). A fuzzy system is a
nonlinear mappindrom input space vectorsy,,, to a scalar output spacg, in the form,f : X,, — Y/, such thatX,, and

Y are universe of discourses that define the input-outputespag x Y, and an associated fuzzy inference mechanism.
For instance, when using fuzzy sets to part the input urgvefsliscoursed = {x € X;}, into an output universe of
discourseB = {y € Y}, itis represented a6 : A — B. These items of input space will be compared to the linguisti
terms (i.e. labels) using IF-THEN rules. A block diagramfimxzy system approach for representing, manipulating, and
implementing a fuzzy systems, in general, and a fuzzy cbsyisiem, in particular, is shown in Fig. 2.

Takagi-Sugeno modeling divides the input space by usinglmeeship functions but aims to approximate structure of
the local models to a linear model in the consequent of thee fithis characteristic reduces the number of rules thabwill
processed in each subsystem that, in turn, are interpdlafedn the global model. The structure identification isitet
to find out both the premise and the consequent of the praxuiiles, respectively. It has received a great deal oftabten
and has been employed in many applications in nonlineaesy&tentification is fuzzy modeling. In particular, when
applied to model a thermal-vacuum chamber used to qualigllisas and space devices, examples are (Araujo and dos
S. Coelho, 2008; Araujo et al., 2006; Marinke et al., 2005véitheless, they are based on Particle Swarm Optimization
for fuzzy model structure and parameter identificationhis paper, instead, the Gath-Geva learning algorithm (Ga¢h
Geva, 1989) is used. This approach can easily be impleménschergy with T-S fuzzy model. Similar to other fuzzy
clustering algorithms, this method is employed in the de#oc clusters, but differentiates by extracting a signifitca
reduced number of optimized rules. It shows as result a mexibfe, transparent and mobile response.

Finding out a model for representing dynamical behaviof ggasticular important when dealing with nonlinear, time
delay thermal-vacuum chambers used for satellite qudlificaThermal-vacuum chambers are used to reproduce as clos
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Figure 2. Fuzzy Control System Block Diagram.
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Figure 3. Experimental data from the thermal-vacuum sysieed at Brazilian National Institute for Space Research
(INPE)

as possible environmental conditions of expected postela@nvironments which satellites will experience duringiit
inflight live (Garner, 1996; Gilmore, 1994). The nonlineawdeling by using Gath-Geva learning algorithm and Takagi-
Sugeno fuzzy system is accomplished with experimental (@agga 3) obtained from the thermal-vacuum system used at
National Institute for Space Research (INPE — Institutoibl@al de Pesquisas Espaciais). The thermal-vacuum system
is not only nonlinear (High Vacuum Systems Inc., 1987) beispnts time-delay, is time-varying, and works in diverse
operational conditions defined by various set points useiglthe test (Marinke et al., 2005; Araujo et al., 2000, 2001
Continuous and dashed lines represent input and outpytrdafzectively.

2. IDENTIFICATION OF T-S FUZZY MODELING THROUGH GATH-GEVA LE  ARNING ALGORITHM
2.1 Takagi-Sugeno Fuzzy Modeling

The T-S fuzzy model is characterized as a set of IF-THEN rulksre the consequent part are linear sub-models
describing the dynamical behavior of distinct operatiamiditions meanwhile the antecedent part is in charge ef-int
polating these sub-systems. This model can be represenfeticavs:

Rj NF 2, is Alj AND ... AND Tm is Amj THEN Y; = f() (1)

The “THEN functions” constitutes the consequent part of itk rule of the fuzzy system that is characterized, but not

limited to, as a linear polynomial; = b)) + bjuj + ... + bgju-gl'j. The j-th rule output,y; = f(u,b’), is function

of the consequent input vectar, = [u{, . ,ugj]T, comprisingg; terms and the polynomial coefficient vectbr,=

wl,..., b;.]", that compose the consequent parameter set.

The global model is, then, obtained by the interpolatiomieen these various local models. So the TS model consists
of linguistic rules represented by the following generahfo

N
y= hi(xy (W), @)
j=1
whereN denotes the maximal number of rules dnd>) is the normalized firing strength @t(;) , defined as:
5 (X)
hi(¥) = =37 ®)
im0
with:
1 (X) = Y (xl)ﬂAé(CEZ)‘”ﬂA{n(wm) ) (4)

for linguistic labels,A7, associated to a membership function.

The Takagi-Sugeno fuzzy model is also understood as arpoitgion fuzzy system or model-based approach and
provides as advantages efficient and computationallyctitteasolutions to a wide range of modeling problems. This
technique introduces a powerful multiple model structinat is capable to approximate nonlinear dynamics, multiple
operation modes and significant parameter and structuratieaass (Angelov and Filev, 2004). Takagi-Sugeno fuzzy
inference systems are especially used for modeling naiaed complex systems.
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2.2 Gath-Geva Clustering for Identification of Takagi-Sug@&o modeling

Clusters of different shapes can be obtained when adjuieng-S model by using appropriate cluster prototypes or
by using different distance measures (Gath and Geva, 1889y clustering in the Cartesian product-space of thetinpu
and outputs is a tool that has been quite extensively usetainathe antecedent membership functions. The Gath-Geva
(GG) learning algorithm is based on clustering approaclkerélare diverse clustering algorithms for learning.

For initialization of the clustering, a set of cluster centeeeds to be estimated. The number of clusters has an upper
bound found through the subtractive clustering, whichiigalty used. The initial memberships are calculated adicay
to the fuzzy c-means clustering through a Euclidian distg@ath and Geva, 1989).

c N
JZ,UV) =3 uihDiy, (5)
i=1 k=1
whereV = [vy, ..., v.] contains the cluster centers amde [1, co) is a weighting exponent that determines the fuzziness

of the resulting clusters, being, in usually setito= 2. In turn, the fuzzy partition matrix has to satisfy the feliag
conditions:

(i) UeR*N wip€[0,1], Vi, k;

(i) 35y i =1, Vk; (6)
(i3) 0 < Yooy pik < N, Vi.

The main steps of the global version of Gath-Geva are:

¢ Initialization: Given a set of dat& specifyc:

Choose the weighting exponentp > 1, and the termination toleranee> 0;
Initialize the partition matrix satisfying (6);
Repeat fori =1,2,.. ;

e Step 1
Compute the cluster centersaccording to:
N -1
é”z%%%%%ﬁ?,lgigc. )
k=1""i,k

e Step 2

Compute the distance measure, D7, based on the fuzzy covariance matrices of the clusteryditgpto:

N =D (o oMY (2, —0® T
Ff*zle““z§f#;25k ) i<i<e. ®)
k=1""1k
The distance function is chosen as:
n41 T
D2 (2, v) = T ep (5 (Zk - Ufl)) Ft (Zk - Uz(l))) : )
with thea priori probability «;, determined as:
S DN (10)

e Step 3
Update the partition matrix according to:

) = ﬁ (Di k(21 vi) [ Dj e (zh,0)¥ MDY [ 1<i<ec,
j=1

e Stop Criteria

1<k<N. (11)

Perform until

|[U® —Ut=Y|| <. (12)
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One of the main advantages of the GG clustering algorithrtsisharacteristic of adaption on covariant shapes and
various densities, especially when compared to other usattiods. The use of GG clustering algorithm has immediate
appealing because the parameters of the univariate melibéuactions can directly be derived from the parameters of
the clusters. Through a linear transformation of the in@utables, the antecedent partition can be accurately iEptu
and no decomposition error occurs.

The Gath-Geva clustering algorithm generalize the maxironamce estimation for the fuzzy clustering and it is based
on the minimization of the sum of weighted squared distabeéseen the input data point and the clusters centers. They
assume that the normal distribution with the expected vedughe cluster center, the covariance matrix, and the yrior
probability are used to generate the cluster parameters.

3. NONLINEAR THERMAL-VACCUM SYSTEM IDENTIFICATION

The identification of the model through the estimated T-Zyunodel based on Gath-Geva clustering learning algo-
rithm is obtained upon a nonlinear thermal-vacuum chambed dor satellite qualification. Thermal-vacuum chambers
are used to reproduce as close as possible environmentiitioos in their operational life. This paper looks to idént
the TS model using Gath-Geva fixed clustering search algorthat find the centers of the set points and gather them
together in a way to find how the system behaves extractingake of rules and so the number of Gaussian membership
functions.

Based on the exposed dataset shown in Fig. 3 in this papemhotte GG algorithm is investigated but the use of
sequential and randomized training data set. The origsegjuential data is permuted to compose the second set of data
composing the same data but in a different order. The adgamtBsuch a modification is that a persistent training datase
is employed as illustrate in Fig. 4 for input dataset and &ifipr output dataset.

The first part of the experiment consists in training. To tlaning part be effective must be set the input and output
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Figure 4. Input training and validation experimental dataéquential and randomized distribution.
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Figure 6. Takagi-Sugeno Fuzzy System based on Gath-Gegte@hg Learning Algorithm.

system data with no order so the clustering algorithm mustdmable to detect and learn the dynamical behavior of
the dataset. Representing 50% of dataset GG learning tilgoextracted 10 rules and 10 membership functions for
original sequential training data set and for randomizaahing data set producing nonlinear fuzzy mapping as shown,
respectively, in Fig. 6(a) and 6(b). Their associate mestibprare depicted in Fig. 6(c) and 6(d) for the first datasdtian
Fig. 6(e) and 6(f) for the second dataset. During the trgipart, the algorithm is capable to extract the system behavi
To see if all training was correct, the last non used sampés wsed to validate the model system. It was only given the
set of inputs from the system, and so, the algorithm must palia to provide the estimated output.

The rule base extraction and the membership that compréskribwledge base by using the Gath-Geva algorithm
is based on fixed clustering (Fig. 8). The parameters thatposm the input universe of discourses are the vectors



Proceedings of COBEM 2009 20th International Congress of Mechanical Engineering
Copyright © 2009 by ABCM November 15-20, 2009, Gramado, RS, Brazil

544.0

24480

CoHC,
S R PRI
00’010" <

Lo ey
SN AN < O
SIS s
N e
out Vi S i ot
s EA s I treS T
IIIIII!;«.::.: e t“ S

G
Lo

R
= NN
Rt e S

e
oy ST T
eV

g vy

RS

ety

e ety
&

s

e
g P
7 ',:""lzzzz‘ : 7
e h ot by s Oy
Ot e Tt
e S L

Sl

S Gy i N et
= “Wﬁ— N
<L . '

-38.752 -38.7492

-38.706 848.0 -38.706

(c) (d) (e) ®

g449.0 8480

i)

1

o
3

il
1)
oy
X
b
)

(%)

-33.792 =55

-ja7e2
S

849.0 -38.708

-38.706 B49.0

a249.0 -38.708 245.0 -38.708

(g9) Sequential Training Data Set: 4 Membership Function. (h) Randomized Training Data Set: 4 Membership Function.

1.0 10 10 1.0 1.0

0

@) (0] K o
Figure 7. Takagi-Sugeno Fuzzy System based on Gath-Gegte@hg Learning Algorithm.

[u(k); u(k — 1)] while the output universe of discourse is given by the veistei(k). The GG algorithm is configured

to 10, 8, 6, and 4 clusters that, actually, correspond todingesamount of membership functions. This method is setup
to Gaussian membership functions in the input universe sfalirse; and the conjunction operator corresponding to
the conjunctive logic connective is the minimum. GG leagnaigorithm allows to extract the number of rules and to
determine the premise and consequent elements, as befotieneael, this method is applied here to obtain the valuds tha
determine the position and the shape of the membershipidunscand, thus, to determine the premise space partitios. Th
membership functions are setting up from 2 to 10 in the prodocules. Note that the similarity in the distribution of

membership function in the universe of discourses are dtleet&G algorithm extract fixed number of clusters disposed
as shown in Fig. 8.
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Figure 8. Fuzzy System Structure through GG ClusteringriagrAlgorithm.

The GG learning algorithm extracted 8 rules and 8 membefshigtions for original sequential training data set and
for randomized training data set producing nonlinear furapping as shown, respectively, in Fig. 6(g) and 6(h). Their
associate membership are depicted in Fig. 6(i) and 6(jhefitst dataset and in Fig. 6(k) and 6(I) for the second datase

The T-S fuzzy modeling with extracted 6 rules and 6 membprglrictions for original sequential training data set
and for randomized training data set producing nonlineazyfunapping as shown, respectively, in Fig. 7(a) and 7(b).
Their associate membership are depicted in Fig. 7(c) andf@(dhe first dataset and in Fig. 7(e) and 7(f) for the second
dataset. The GG learning algorithm extracted 4 rules andmbeeship functions for original sequential training data
set and for randomized training data set producing nonlifteay mapping as shown, respectively, in Fig. 7(g) and.7(h)
Their associate membership are depicted in Fig. 7(i) andat(the first dataset and in Fig. 7(k) and 7(I) for the second
dataset.

4. CONCLUSION AND FUTURE RESEARCH

Gath-Geva learning algorithm has shown its effectivene$szzy modeling of nonlinear dynamic systems as results
demonstrate. The use of Takagi-Sugeno fuzzy Model is amalige for representing the imperfect database available
for the test while the Gath-Geva learning algorithm is inrgkeaof tuning its parameters in an effective way.

These techniques were employed to model a nonlinear thermeaum chamber used in satellite and space devices
qualification. Gath-Geva learning algorithm is flexible istdbution of membership functions even being charazéeti
by employing a reduced number of rules and membership fumetneanwhile fuzzy system representation is able to deal
with inherent imprecise and uncertain information in ddkoreover, since fuzzy system is a universal approximator, i
was able to predict future dynamical behavior with distiigh intensity input signals from those used during thentrey
by presenting a model based on experimental data of lowsitien

Due to the results obtained in this paper, future researttfasgess and explore the limits of the proposed Gath-Geva
learning algorithms employed to optimize the nonlinealap@eter associate to Takagi-Sugeno fuzzy modeling. Furthe
it will be included a comparative analysis with other locghsch methods, such as simulated annealing, and randomized
search methods, such as Particle Swarm Optimization andt@exigorithm.

5. REFERENCES

Angelov, P. and Filev, D. 2004. An approach to online idecdiiion of Takagi-Sugeno fuzzy models. IEEE Trans. on
Systems Man, and Cybernetics — Part B Vol. 34, No. 1, pp. 488-4

Araujo, E. and dos S. Coelho, L. 2008. Particle swarm appesaasing lozi map chaotic sequences to fuzzy modeling
of an experimental thermal-vacuum system. Applied Soft @ating Journal Vol. 8, pp. 1354-1364.

Araujo, E., Freitas, U. S., Coelho, L. S., Macau, E. A. N., &gliirre, L. 2006. Particle Swarm Optimization (PSO)
fuzzy system and NARMAX ERR approach trade-off applied &rthal-vacuum chamber identificatiom Pressure
Vessels and Piping/ICPVT-11 Conference. ASME.

Araujo, J. E., Sandri, S. A., and Macau, E. E. N. 2000. Fuzisremce gain schedulindn International Meeting of the
North American Fuzzy Information Processing Society, @id-464. NAFIPS, IEEE.

Araujo, J. E., Sandri, S. A., and Macau, E. E. N. 2001. A new<taf adaptive fuzzy control system applied in industrial



Proceedings of COBEM 2009 20th International Congress of Mechanical Engineering
Copyright © 2009 by ABCM November 15-20, 2009, Gramado, RS, Brazil

thermal vacuum procesin International Conference on Emerging Technologies antbRaéutomation, pp. 426—431.
IEEE.

Garner, J. T. 1996. Satellite control - a comprehensiveaggr. John Wiley & Sons Ltd. and Praxis Publishing Ltd.,
Cinchester.

Gath, I. and Geva, A. B. 1989. Unsupervised optimal fuzzteliing. IEEE Transactions on Pattern Analysis and
Machine Intelligence Vol. 11, No. 7, pp. 773-781.

Gilmore, D. G. 1994. Satellite Thermal Control Handbooke Berospace Corporation Press, El Segundo, California.

High Vacuum Systems Inc. 1987. Operations and Maintenarereull, Thermal Vacuum System with Thermally Con-
ditioned Plate for Brazilian Space Research Institute hFlgcuum Systems Inc.

Marinke, R., Araujo, E., Coelho, L. S., and Matiko, I. 2005aritle Swarm Sptimization (PSO) applied to fuzzy mod-
elling in a thermal-vacuum systerin Internacional Conference on Hybrid Intelligent Systenps,G¥—72. IEEE.

Passino, K. M. and Yurkovich, S. 1998. Fuzzy Control. Addi¥desley Longman, Inc., Berlin.

Sugeno, M. and Kang, G. 1988. Structure identification okyumodel. Fuzzy Sets and Systems Vol. 28, No. 1, pp.
15-33.

Takagi, T. and Sugeno, M. 1985. Fuzzy identification of systend its applications to modeling and control. IEEE
Trans. on Systems, Man and Cybernetics Vol. 15, No. 1, pp-133.

6. Responsibility notice

The author is the only responsible for the printed mateniellided in this paper.



