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Abstract Numerical simulations of two-dimensional steady-state hypersonic flow in a gap at different length-to-depth
(L/H) ratio and wall temperature are performed by using a Direct Simulation Monte Carlo (DSMC) method. The
L/H ratio varies from 1 to 1/4 and wall temperature ranges from 2 to 6 times the freestream temperature. The work
focuses on the effects in the aerodynamic surface quantities, such as heat transfer, pressure and skin friction coefficients
due to variations in the gap L/H ratio as well as in the wall temperature. It was found that the aerodynamic surface
quantities presented a large dependence on the L/H ratio, and a small dependence on the wall temperature for the
range investigated. The analysis showed that heat transfer, pressure, and skin friction coefficients presented the maximum
values along the gap downstream face, more precisely, at the shoulder of the gap. Furthermore, the simulations showed
that pressure and heating loads are several times larger than those for a smooth surface.
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1. INTRODUCTION

Separated and reattached supersonic flows have been under extensive interest in the last decades. These type of flows
are frequent on surfaces of high-speed aerodynamic configurations, in which the performance is degraded by separated
flows, and various components damaged due to intense heating loads at reattachment. Included in these flows are shock-
boundary layer interactions, wakes, steps, cavity flows and gap flows. For instance, the thermal protection systems of
vehicles like the space shuttle orbiter or crew rescue vehicle X-38 require gaps between the used protection elements to
account for thermal expansion. For the optimized design of gaps and protection elements, it is necessary to predict the
flow conditions and thermal loads as accurate as possible. In the case of reentry vehicles, the boundary layer transition
prediction is a requirement to define the thermal protection system. This protection is usually designed as an assembly of
tiles. The gaps between the tiles may modify the boundary layer state and eventually promote transition, inducing higher
temperature levels than expected. Moreover, the gap flow structure can become even more complex if the gap dimensions
are deformed by thermal or mechanical loads.

There is nowadays a rather extensive literature – mostly, but not entirely, experimental – dealing with the aerodynamic
characteristics of gaps (Bertin and Goodrich, 1980; Everhart et al., 2006; Hinderks et al., 2004; Hinderks and Radespiel,
2006; Paolicchi and Santos, 2009; Petley et al., 1984; Pitts and Murbach, 1982; Scott and Maraia, 1979; Smith et al.,
1983; Vharbonnier and Boerrigter, 1993). The majority of these research studies on gaps has gone into considering
laminar or turbulent flow over a wide range of Mach numbers in the continuum flow regime. Usually, in the continuum
flow regime, the gap flow topology is defined by the development of a column of counter-rotating vortices within the
gap caused by the main stream flow, where the number of vortices is approximately given by H/L. Nevertheless, there
is little understanding of the physical aspects of hypersonic flow past to gaps related to the severe aerothermodynamic
environment associated to a reentry vehicle.

In this fashion, Paolicchi and Santos (2009) have studied gaps situated in a rarefied hypersonic flow by employing the
DSMC method. The work was motivated by the interest in investigating the length-to-depth (L/H) ratio effects on the
flowfield structure. The primary emphasis was to examine the sensitivity of the velocity, density, pressure and temperature
due to variations on the gap L/H ratio. The analysis showed that the recirculation region inside the gaps is a function of
the L/H ratio. It was found only one vortex for the L/H ratio investigated. The results showed that gap flow behavior in
the transition flow regime differs from that found in the continuum flow regime.

Having a clear qualitative picture of the flowfield structure in a gap, the present account extends further the previous
analysis (Paolicchi and Santos, 2009) by investigating the impact of the wall temperature on the aerodynamic surface
quantities. In this context, the primary goal of this paper is to assess the sensitivity of the heat transfer, pressure, and
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skin friction coefficients to variations on the wall temperature for a family of gaps defined by different L/H ratio. The
focus of the present study is the low-density region in the upper atmosphere. At this condition, the degree of molecular
non-equilibrium is such that the Navier-Stokes equations are inappropriate. In such a circumstance, the Direct Simulation
Monte Carlo (DSMC) method will be employed to calculate the hypersonic two-dimensional flow over the gaps.

2. GEOMETRY DEFINITION

Discontinuities or defects in a reentry capsule surface is modeled in the present work by a gap, length L and depth
H , as defined in the previous work, Paolicchi and Santos (2009). By considering that the depth H is much smaller than
the nose radius R of a reentry capsule, i.e., H/R � 1, then the hypersonic flow over the gap may be considered as a
hypersonic flow over a flat plate with a gap. Figure (1a) illustrates a schematic view of the model employed.

(a) (b)

Figure 1. Drawing illustrating (a) a schematic view of the gap configuration and (b) the computational domain.

Referring to Fig. (1a), α stands for the angle of attack, M∞ represents the freestream Mach number, H the gap depth,
L the gap length, Lu the length of the gap upstream surface, and Ld the length of the gap downstream surface. It was
assumed a length L of 0.003 m, and a depth H of 0.003, 0.006, 0.009, and 0.012 m. Therefore, the gaps investigated
correspond to a length-to-depth ratio, L/H , of 1, 1/2, 1/3 and 1/4, respectively. In addition, Lu/λ∞ of 50 and Ld/λ∞
of 50, where λ∞ is the freestream mean free path. It was considered that the flat plate is infinitely long but only the total
length Lu + L+ Ld is investigated.

3. COMPUTATIONAL TOOL

The degree of departure of a flow from the continuum is indicated by the flow Knudsen number, Kn = λ/l, where
λ is the molecular mean free path and l is a characteristic length of the flow. Traditionally, flows are divided into four
regimes (Schaff and Chambre, 1958): Kn < 0.01, continuum flow, 0.01 < Kn < 0.1, slip flow, 0.1 < Kn < 10,
transition flow, and Kn > 10, free molecular flow.

Flow in the regime of intermediate Knudsen numbers, 0.01 < Kn < 10, is difficult to deal with analytically.
Nowadays, the most successful numerical technique for modeling complex transition flows has been the Direct Simulation
Monte Carlo (DSMC) method, introduced by Bird (1994). The DSMC method simulates real gas flows with various
physical processes by means of a huge number of modeling particles, each of which is a typical representative of a
great number of real gas molecules. DSMC models the flow as being a collection of discrete particles, each one with a
position, velocity and internal energy. The state of the particles is stored and modified with time as the particles move,
collide, and undergo boundary interactions in simulated physical space. The intermolecular collisions are uncoupled to
the translational molecular motion over the time step used to advance the simulation. Time is advanced in discrete steps
such that each step is small in comparison with the mean collision time (Garcia and Wagner, 2000; Hadjiconstantinou,
2000). The simulation is always calculated as unsteady flow. However, a steady flow solution is obtained as the large time
state of the simulation.

The molecular collisions are modeled using the variable hard sphere (VHS) molecular model (Bird, 1981) and the
no time counter (NTC) collision sampling technique (Bird, 1989). The VHS model assumes that the cross section of a
molecule changes with the collision energy according to some power law. The exponent is calculated by matching the
viscosity of the simulated gas to that of its real counterpart. In addition, the VHS model assumes an isotropic scattering
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in the center of mass frame of reference.
Simulations are performed using a non-reacting gas model consisting of two chemical species, N2 and O2. For poly-

atomic particles, transfer of energy to and from the internal modes has to be considered. In this way, energy exchanges
between the translational and internal modes are considered. The energy exchange between kinetic and internal modes is
controlled by the Borgnakke-Larsen statistical model (Borgnakke and Larsen, 1975). For a given collision, the probabil-
ities are designated by the inverse of the relaxation numbers, which correspond to the number of collisions necessary, on
average, for a molecule to relax. In this study, the relaxation numbers of 5 and 50 were used for the rotation and vibration,
respectively.

4. COMPUTATIONAL FLOW DOMAIN AND GRID

For the numerical treatment of the problem, the flowfield around the gap is divided into four regions, which are
subdivided into computational cells. The cells are further subdivided into subcells, two subcells/cell in each coordinate
direction. The cell provides a convenient reference for the sampling of the macroscopic gas properties, while the collision
partners are selected from the same subcell for the establishment of the collision rate. The dimensions of the cells must
be such that the change in flow properties across each cell is small. The linear dimensions of the cells should be small in
comparison with the scale length of the macroscopic flow gradients normal to streamwise directions, which means that
the cell dimensions should be the order of or even smaller than the local mean free path (Alexander et al., 1998, 2000).

The computational domain used for the calculation is made large enough so that gap disturbances do not reach the
upstream and side boundaries, where freestream conditions are specified. A schematic view of the computational domain
is illustrated in Fig. (1b). According to this figure, side I-A is defined by the gap surface. Diffuse reflection with complete
thermal accommodation is the condition applied to this side. Side I-B is a plane of symmetry, where all flow gradients
normal to the plane are zero. At the molecular level, this plane is equivalent to a specular reflecting boundary. Sides II
and III are the freestream side through which simulated molecules enter and exit. Side II is positioned at 5λ∞ upstream
of the flat-plate leading edge, and side III defined at 25λ∞ above the flat plate. Finally, the flow at the downstream
outflow boundary, side IV, is predominantly supersonic and vacuum condition is specified (Bird, 1994). At this boundary,
simulated molecules can only exit.

Numerical accuracy in DSMC method depends on the grid resolution chosen as well as on the number of particles
per computational cell. Both effects were investigated to determine the number of cells and the number of particles
required to achieve grid independence solutions. A grid independence study was made with three different structured
meshes – coarse, standard and fine – in each coordinate direction. The effect of altering the cell size in the x-direction
was investigated for a coarse and fine grids with, respectively, 50% less and 100% more cells with respect to the standard
grid only in the x-direction. Table (1) tabulates the number of cells employed in the four regions for coarse, standard, and
fine grids for the L/H = 1 case.

In analogous fashion, an examination was made in the y-direction with a coarse and fine grids with, respectively, 50%
less and 100% more cells with respect to the standard grid only in the y-direction. In addition, each grid was made up of
non-uniform cell spacing in both directions. Moreover, point clustering is used close to solid walls and to the horizontal
plane connecting the two corners. The effect (not shown) of changing the cell size in both directions on the heat transfer,
pressure and skin friction coefficients was rather insensitive to the range of cell spacing considered, indicating that the
standard grid, with a total of 15,000 cells, for the L/H = 1 case, is essentially grid independent.

A similar examination was made for the number of molecules. The standard grid for the L/H = 1 case corresponds
to, on average, a total of 314,700 molecules. Two new cases using the same grid were investigated. These two new cases
correspond to 157,500 and 630,600 molecules in the entire computational domain. As the three cases presented the same
results (not shown) for the heat transfer, pressure and skin friction coefficients, hence the standard grid with a total of
314,700 molecules is considered enough for the computation of the flowfield properties.

Table 1. Number of cells in the (x-direction investigation) and [y-direction investigation] for the L/H = 1 case.

Region 1 Region 2 Region 3 Region 4 Total number of cells

Coarse ( 5× 40) ( 60× 50) (10× 70) ( 60× 60) 7,500
[10× 20] [120× 25] [20× 35] [120× 30] 30,000

Standard 10× 40 120× 50 20× 70 120× 60 15,000
Fine (20× 40) (240× 50) (40× 70) (240× 60) 7,500

[10× 80] [120× 100] [20× 140] [120× 120] 30,000
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5. FREESTREAM AND FLOW CONDITIONS

Freestream and flow conditions represent those experienced by a capsule at an altitude of 70 km. In the present
account, freestream flow conditions used for the numerical simulations are those given by Paolicchi and Santos (2009)
and summarized in Tab. (2), and the gas properties (Bird, 1994) are shown in Tab. (3).

Table 2. Freestream flow conditions

Altitude (km) T∞(K) p∞(N/m2) ρ∞(kg/m3) n∞(m−3) λ∞(m) U∞(m/s)

70 219.07 5.518 8.752× 10−5 1.8193× 1021 9.285× 10−4 7456

Table 3. Gas properties

X m (kg) d (m) ω

O2 0.237 5.312× 10−26 4.01× 10−10 0.77
N2 0.763 4.650× 10−26 4.11× 10−10 0.74

The freestream velocity U∞ is assumed to be constant at 7456 m/s, which corresponds to a freestream Mach number
M∞ of 25. The translational and vibrational temperatures in the freestream are in equilibrium at 219.07 K. In order to
simulate the gap surface temperature effects, the wall temperature Tw is assumed constant at 440 K, 880 K, and 1320 K,
which correspond approximately to 2, 4, and 6 times the freestream temperature T∞. In addition, a flow with zero-degree
angle of attack was assumed in this investigation.

By assuming the gap depth H as the characteristic length, the Knudsen number KnH corresponds to 0.3095, 0.1548,
0.1032, and 0.0774 for depth H of 0.003, 0.006, 0.009, and 0.012 m, respectively. Finally, the Reynolds number ReH

is around 121.7, 243.4, 365.1, and 486.8 for depth H of 0.003, 0.006, 0.009, and 0.012 m, respectively, also based on
conditions in the undisturbed stream.

6. COMPUTATIONAL RESULTS AND DISCUSSION

This section concentrates on the effects that take place in the aerodynamic surface quantities due to wall temperature
variations. Aerodynamic surface quantities of particular interest in the transitional flow regime are number flux, pressure,
heat transfer, and skin friction. In this scenario, the purpose of this section is to present and to discuss changes on these
quantities, expressed in coefficient form, due to variations on the wall temperature as well as on the gap L/H ratio.

6.1 Number Flux

As the wall temperature Tw is increased from 440 K to 1320 K, the molecules impinging on the gap surface are
reflected with greater energies. The relative translational velocities of reflected molecules close to the surface will be
increased, thus reducing the net buildup of particle density near the body surface. As a result, changes in the number
of molecules colliding with the surface as well as changes in the incident or reflected momentum and energy of these
molecules are expected.

The number flux N is calculated by sampling the molecules impinging on the surface by unit time and unit area. The
sensitivity of the number flux to variations on the L/H ratio for the Tw = 440 K case is illustrated in Figs. 2(a-c) for gap
surfaces S2, S3 and S4, respectively. In a similar way, Figs. 3(a-c) demonstrate the number flux distribution for the Tw

= 1320 K case along the gap surfaces S2, S3 and S4, respectively. In this group of plots, Nf represents the number flux
N normalized by n∞U∞, where n∞ is the freestream number density and U∞ is the freestream velocity. In addition, the
dimension height Y ′ is the height y normalized by the gap height H , and X ′ represents the distance (x−Lu) normalized
by the gap length L. Also, S2, S3 and S4 stand for the gap vertical surfaces, i.e., upstream and downstream faces, and
horizontal gap surface, i.e., the gap floor or the bottom surface, as defined in Fig. (1b). It is important to mention that
results for the Tw = 880 K case are intermediate to those for 440 K and 1320 K cases and, therefore, they will not be
shown.

According to Figs. 2(a-c), it is seen that the dimensionless number flux Nf to the surface relies on the L/H ratio. For
the upstream face, surface S2, the dimensionless number flux is low at the top of the gap, and increases gradually along the
surface up to the corner at the bottom surface. In contrast, for the downstream face, surface S4, the dimensionless number
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Figure 2. Dimensionless number flux (Nf ) distribution along the gap surface (a) S2, (b) S3, and (c) S4 for the Tw = 440
K case.

Figure 3. Dimensionless number flux (Nf ) distribution along the gap surface (a) S2, (b) S3, and (c) S4 for the Tw = 1320
K case.

flux is high at the top of the gap, and decreases gradually to a minimum value, which is a function of the L/H ratio. After
that, it slightly increases along the surface up to the corner at the bottom surface. Along the gap floor, surface S3, the
dimensionless number flux behavior also depends on L/H ratio. It basically presents a constant value with increasing the
L/H ratio.

Referring to Figs. 2 and 3, it is observed that the number flux relies not only on the L/H ratio but also on the wall
temperature. As the wall temperature is increased from 440 K to 1320 K, a reduction on the number flux to the surfaces
S2, S3 and S4 is clearly seen. This is an expected behavior in the sense that, with increasing the body surface temperature,
the molecules are reflected from the surface with greater energies. Consequently, the net buildup of particle density near
the body surface is reduced.

Particular attention is paid to the maximum value for the dimensionless number flux. Based on Figs. 2 and 3, the
maximum values for Nf , taking place at the gap shoulder, at the S4/S5 surface junction, are approximately of 0.174,
0.163 (not shown), and 0.158 for wall temperature of 440 K, 880 K, and 1320 K, respectively. For comparative purpose,
according to Leite and Santos (2009), the peak value for Nf in a flat plate, which corresponds to a smooth surface as
compared to a flat plate with a gap, is around to 0.07, in a station corresponding to 26.5λ∞ from the leading edge, for the
same freestream flow conditions and wall temperature of 880 K.
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6.2 Heat Transfer Coefficient

The heat transfer coefficient Ch is defined as follows,

Ch =
qw

1
2ρ∞U

3
∞

(1)

where the heat flux qw to the body surface is calculated by the net energy flux of the molecules impinging on the surface.
A flux is regarded as positive if it is directed toward the body surface. The net heat flux qw is related to the sum of the
translational, rotational and vibrational energies of both incident and reflected molecules as defined by,

qw = qi − qr =
N∑

j=1

[
1
2
mjc

2
j + eRj + eV j ]i −

N∑
j=1

[
1
2
mjc

2
j + eRj + eV j ]r (2)

where N is the number of molecules colliding with the surface by unit time and unit area, m is the mass of the molecules,
c is the velocity of the molecules, eR and eV stand for the rotational and vibrational energies, respectively. Subscripts i
and r refer to incident and reflect molecules.

The dependence of the heat transfer coefficient Ch on the L/H ratio is demonstrated in Figs. (4) and (5) for wall
temperature of 440 K and 1320 K, respectively. It is noticed from this set of diagrams that the heat transfer coefficient Ch

is sensitive to the L/H ratio. Nevertheless, no appreciable change is observed in the heat transfer coefficient with the wall
temperature rise for the temperature range investigated. For the upstream face, surface S2, the heat transfer coefficient is
high at the top of the gap, and increases to a maximum value close to the top. Afterwards, it drops off along the surface
up to the corner at the bottom surface. Along the gap floor, surface S3, the heat transfer coefficient depends on the L/H
ratio. Ch basically decreases to zero by increasing the L/H ratio. For the downstream face, surface S4, the heat transfer
coefficient is high at the top of the gap, and dramatically decreases along the surface, reaching Ch = 0 at the corner. It
is also very encouraging to observe that the heat transfer coefficient Ch for the downstream face is roughly one order of
magnitude larger than that for the bottom surface, and this is one order of magnitude larger than that for the upstream face.
One possible reason for that is because at the vicinity of the upstream face the flow experiences a expansion. In contrast,
at the vicinity of the downstream face, it experiences a compression due to the recirculation inside the gap (Paolicchi and
Santos, 2009).

The heat flux to the body surface was defined in terms of the incident and reflected flow properties, Eq.( 2), and based
upon the gas-surface interaction model of fully accommodated, complete diffuse re-emission. The diffuse model assumes
that the molecules are reflected equally in all directions, quite independently of their incident speed and direction. Due
to the diffuse reflection model, the reflected velocity of the molecules impinging on the body surface is obtained from
a Maxwellian distribution that takes into account for the temperature of the body surface. In this fashion, according to
Eq.( 2), not only the number of molecules impinging on the surface but also the wall temperature plays an important role
on the reflected contribution to the net heat flux to the body surface.

Figure 4. Heat transfer coefficient (Ch) distribution along the gap surface (a) S2, (b) S3, and (c) S4 for the Tw = 440 K
case.
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Figure 5. Heat transfer coefficient (Ch) distribution along the gap surface (a) S2, (b) S3, and (c) S4 for the Tw = 1320 K
case.

Of particular interest is the behavior of the heat transfer coefficient Ch at the the vicinity of the gap shoulder in the
upstream face, surface S2, Figs. (4a) and (5a). It is clearly noticed that the Ch reaches the peak value around the station
Y ′ = 0.1. As the number of molecules impinging on the gap surface at the vicinity of this station is low, as shown
by Figs. (2a) and (3a), then the velocity of the molecules increases in this region in order to increase the heat transfer
coefficient in this region. As a matter of fact, a molecular velocity rise in this region is expected due to the flow expansion
along the shoulder of the gap, i.e., the S1/S2 surface junction.

At this point it is worth taking a closer look at these results. In order to do that, the peak values for the heat transfer
coefficient, Ch ≈ 0.051 at the gap shoulder for wall temperature Tw of 440 K, 880 K, and 1320 K, are compared to
that predicted for a smooth surface, i.e., a flat plate without a gap. According to Leite and Santos (2009), for the same
freestream conditions and wall temperature of 880 K, the maximum value for Ch is around to 0.029 at a station 8.4λ∞
from the leading edge. Therefore, the peak value of Ch for the gap is approximately twice of that for a smooth surface.

6.3 Pressure Coefficient

The pressure coefficient Cp is defined as follows,

Cp =
pw − p∞
1
2ρ∞U

2
∞

(3)

where the pressure pw on the body surface is calculated by the sum of the normal momentum fluxes of both incident and
reflected molecules at each time step as follows,

pw = pi − pr =
N∑

j=1

{[(mv)j ]i − [(mv)j ]r} (4)

where v is the velocity component of the molecule j in the surface normal direction.
The effect on pressure coefficient Cp due to variations on the L/H ratio is demonstrated in Figs. (6) and (7) for wall

temperature of 440 K and 1320 K, respectively.
Looking first to Figs. (6a-c), it is seen that the pressure coefficient Cp roughly follows the same trend as that presented

by the number flux in the sense that, for the upstream face, surface S2, it presents the lower value at the shoulder, Y ′ = 0,
increases along the upper half part of the surface, and basically reaches a constant value along the lower half part of
the surface. In the following, for the gap floor, surface S3, the pressure coefficient presents the same behavior for the
L/H < 1, i.e., a constant value along the entire surface. Finally, along the downstream face, surface S4, the pressure
coefficient behavior is in contrast to that observed along the surface S2 in the sense that Cp is constant along the lower
half part of the surface and increases along the upper half part of the surface, reaching the peak value at the shoulder,
Y ′ = 0. It may be inferred in passing that this is an expected behavior since the flow within the gap is characterized by the
appearance of a clockwise recirculation region. According to Paolicchi and Santos (2009), the streamline pattern shows
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Figure 6. Pressure coefficient (Cp) distribution along the gap surface (a) S2, (b) S3, and (c) S4 for the Tw = 440 K case.

Figure 7. Pressure coefficient (Cp) distribution along the gap surface (a) S2, (b) S3, and (c) S4 for the Tw = 1320 K case.

that the flow is characterized by a primary vortex system. For the L/H = 1 and 1/2 cases, the recirculating structure fills
the entire gaps. Conversely, for the L/H = 1/3 and 1/4 cases, the recirculating structure does not fill the entire gaps.

Turning next to Figs. (7a-c), it is found that the wall temperature rise has no expressive effect on the pressure coef-
ficient Cp for the range investigated. It is seen that the pressure coefficient slightly increases along the surfaces S2, S3
and S4. It may be concluded from Eq. (3) that a pressure coefficient rise is associated to an increase in the wall pressure
pw. In addition, based on Eq. (4), a wall pressure rise is related to an increase in the number of molecules colliding to the
surface and/or an increase in the velocity of the molecules. At this point, it is important to recognize from the number
flux distribution, Figs. (2) and (3), that the number flux to the surfaces decreased with increasing the wall temperature.
In addition, with increasing the wall temperature, the molecules are reflected with more energy. Therefore, there is an
indication that the energetic scattered molecules play a more significant role, with the incident component of the wall
pressure decreasing and the reflected one increasing with the wall temperature rise. Hence, the insensitivity of the pres-
sure coefficient to wall temperature variations in the range investigated, shown in Figs. (7a-c), is primarily attributed to a
counterbalance between the number flux reduction and the normal momentum rise related to the reflected molecules.

In what follows, it proves helpful to compare the maximum values for the pressure coefficient observed in the gaps
with that of a smooth surface, i.e., a flat plate without a gap. As a basis of comparison, the pick values forCp, around 0.15,
are observed at the gap shoulder, surface S4. According to Leite and Santos (2009), for the same freestream conditions
and wall temperature of 880 K, the maximum value for Cp is around to 0.039 at a station 24.2λ∞ from the leading edge.
Therefore, the peak value of Cp for the gap is around four times larger than that for a smooth surface.
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6.4 Skin Friction Coefficient

The skin friction coefficient Cf is defined as follows,

Cf =
τw

1
2ρ∞U

2
∞

(5)

where the shear stress τw on the body surface is calculated by the sum of the tangential momentum fluxes of both incident
and reflected molecules impinging on the surface at each time step by the following expression,

τw = τi − τr =
N∑

j=1

{[(mu)j ]i − [(mu)j ]r} (6)

where u is the velocity component of the molecule j in the surface tangential direction.
It is worthwhile to note that for the special case of diffuse reflection, the gas-surface interaction model adopted

herein, the reflected molecules have a tangential moment equal to zero, since the molecules essentially lose, on average,
their tangential velocity components. In this fashion, the tangential momentum flux of the incident molecules is defined
as follows,

τw = τi =
N∑

j=1

{[(mu)j ]i} (7)

The effect of the L/H ratio on the skin friction coefficient Cf is depicted in Figs. (8) and (9) for wall temperature of
440 K and 1320 K, respectively.According to this set of plots, it is noticed that, for the upstream face, surface S2, the skin
friction coefficient in general presents the peak value at the shoulder, Y ′ = 0, decreases along the upper half part of the
surface, and basically reaches a negative constant value along the lower half part of the surface. In what follows, for the
gap floor, surface S3, the skin friction coefficient is negative near the vicinity of the S2/S3 surface junction, and becomes
positive at the vicinity of the S3/S4 surface junction. Nevertheless, as the L/H ratio increases, the condition Cf ≈ 0
is observed along the entire surface. Finally, along the downstream face, surface S4, the skin friction coefficient starts
from zero at the vicinity of the S3/S4 surface junction and decreases negatively up to the minimum value at the shoulder,
Y ′ = 0. Usually, as Cf changes from positive to negative value, Cf = 0 may indicate the presence of a backflow, an
attachment or reattachment point in the flow. In the present account, these changes are directly related to the clockwise
recirculation region.

Figure 8. Skin friction coefficient (Cf ) distribution along the gap surface (a) S2, (b) S3, and (c) S4 for the Tw = 440 K
case.
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Figure 9. Skin friction coefficient (Cf ) distribution along the gap surface (a) S2, (b) S3, and (c) S4 for the Tw = 1320 K
case.

7. CONCLUDING REMARKS

Computations of a rarefied hypersonic flow on a family of gaps have been performed by using the Direct Simulation
Monte Carlo (DSMC) method. The calculations provided information concerning the nature of the aerodynamic surface
quantities on the gaps. Effects of the length-to-depth ratio and effects of the wall temperature on the number flux, heat
transfer, pressure and skin friction coefficients for a representative range of parameters were investigated. The wall
temperature varied from 440 K to 1320 K, and the length-to-depth ratio ranged from 1 to 1/4, which corresponded
Knudsen numbers in the transitional flow regime.

On the basis of the foregoing results it was concluded that, for the range of the conditions of the present investigation,
the aerodynamic quantities acting on the gap surface depend on the L/H ratio. In contrast, the aerodynamic surface
quantities presented a small dependence on the wall temperature. It was found that the pressure load and the heat load
presented presented the maximum values along the gap downstream face, more precisely, at the shoulder of the gap. In
addition, these loads are much larger than those attained in a smooth surface.
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