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Abstract. Temperature variations could be a major concern for viscoelastic structures upon active control. It is well known that the 
material modulus and loss factor vary with temperature. However, investigation of such behavior has not been fully studied in order 
to improve the performance of controllers. Many applications in industry are at the material level only, i.e., specific materials for 
specific environments with controllers that are not designed to account for degradation in performance due to temperature shifts. 
Though this is the natural choice for control, there are situations in which the structure might be subjected to sudden or even slow 
changes of temperature that lead to changes in the material properties. This paper is devoted to the investigation of a time-varying 
controller that takes into account the internal modification of the viscoelastic material and uses this information to change the 
controller gain adaptively as the temperature also changes. This type of controller was applied before for lumped-parameter 
systems with internal variables. It is now extended to the case in which a finite element model of a constrained-layer damping beam 
subjected to transverse vibration is concerned. The main focus is on the power requirement as compared to a time-invariant 
controller. Two cases are tested, namely, time response tracking and regulation. The results show that the time-varying controller is 
able to simultaneously reduce the vibration and reject the temperature disturbance. The robustness of the controller, when subjected 
to conditions usually found in real life applications, is also tested and the simulations show a substantial advantage of the time-
variant controller.  
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1. Introduction  
 

Under- and over prediction of damping can lead to instabilities or extra control input sent to the system, (Banks and 
Inman, 1992). Problems like these, however, are not exclusively the result of a bad prediction. The result of changes in 
the properties of certain materials due to temperature variations can also lead to a similar behavior. Such is the case for 
structures with viscoelastic materials, which under the influence of temperature have their modal properties affected. 

Over the past decades, many authors have succeeded in the attempt of finding ways to investigate and correctly 
describe such temperature influence, but only at the material level. Some authors that have looked more generally into 
the response of the structure were Lesieutre and Govindswamy (1996), who developed a model compatible with finite 
element modeling, and provided a more practical model for time response simulations. This model was used to predict 
the local temperature increase in a viscoelastic material due to self-heating during deformation. It was later extended to 
construct a nonlinear amplitude-dependent model. Their model is similar to the one proposed by Schapery, which is 
about a unified theory of the thermodynamical behavior of viscoelastic media based on the study of thermodynamics of 
irreversible processes (Schapery, 1964). One of the main differences is that his model did not consider motion under 
dynamic conditions. Lukasiewicz and Xi (1993) extended a nonlinear model to include a temperature dependency based 
on curves given by Nashif et. al. (1995). They assumed that the temperature varied linearly with time, but their model 
did not account for frequency dependence. However, none of these works investigated any control application. 

Recently (Silva, 2003), the method of reduced variables, also known as the time-temperature superposition principle 
was used to incorporate the temperature dependence in models with viscoelastic material. With the aid of the 
temperature shift factor it was then possible to have a single variable to simulate the behavior of the material at different 
temperatures. The lumped parameter model was used for control analysis, and because the system become time-variant, 
it was necessary to find a controller that could take into account the time variation of the parameters (Silva, 2003). Now, 
a similar analysis is performed for a constrained-layer damping model. The main idea is to compare the time varying 
controller with a controller suitable for real-time application. The main focus is on the requirement of both designs in 
terms of power requirement, the ability to overcome the temperature influence, and the robustness when subjected to 
conditions usually found in real life applications. 
  
 
 
 



2. Characteristics of the Simulated System 
 
The structure in study is a clamped-free beam with a total length of 0.34 m, Fig. 1. The beam has attached to its 

bottom two identical piezo patches of length 0.036 m. The first one, located at 0.01 m from the clamped side, is used to 
input the control signal. The second, located at 0.054 m from the clamped side, is used to input the disturbance signal. 
The beam is partially covered with a constrained layer damping, also located 0.01 m from the clamped side. The total 
length of this treatment is 0.08 m. The thickness of the base beam, the constraining layer, the viscoelastic and 
piezoelectric layers are respectively 3.21 mm, 1.21 mm, 0.127 mm and 0.254 mm. The width of all parts is 25.4 mm. 
For simulation purposes, the output was sensed at the tip of the beam for all cases that follow. 
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Figure 1. Model used in the simulations. 
 

 The physical properties of the structure are given in Table 1, where E is the initial depolarization field and d31 is 
the piezoelectric strain coefficient. 

 
Table 1. Physical properties of the structure 
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A full description of the finite element model can be found in Silva (2003). The final format of the matrices, 

including ϑ internal variables is 
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pvcb MMMMM +++=                 (2) 
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Writing in the short form 
 
[ ] ( ){ } [ ] ( ){ } { } ( )tVtxtx FKM =+

�                 (4) 
 

the state-space formulation can be written as 
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where [ ] [ ]KMA 1−

−=  and [ ] FMB 1−
= . The C matrix has entries relating the states with the output, and 0=D . 
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The so called temperature shift function, Ta , is the variable responsible for the introduction of the temperature 

dependence into the model (Ferry, 1980). With this function, the material behavior at many temperatures can be easily 
simulated and incorporated into the model.  

It becomes possible, with this model, to analyze the behavior of the system at different temperatures, an important 
task to decide the type of controller to be used. Figure 2 shows the frequency response function at two temperatures. It 
is easily noticeable that the temperature change causes a much higher variation on damping than on the natural 
frequencies. Such behavior has the advantage that the change  in the time reponse amplitude is a consequence of the 
changes in the modal damping only. So, if an unknown disturbance is exciting around the first mode at 4.4 oC, then the 
same disturbance will also excite around the first mode at 37.7 oC. That was not the case in a previous work (Silva et. al. 
2004), in which changing the temperature caused the natural frequency under analysis to shift away from the excitation. 
This fenomena, the natural frequency shifitting, if left unnoticed will lead to the wrong conclusion that the modal 
damping variation is the main factor affecting the reponse of the system.  

 

 
 

Figure 2. Frequency response function at 4.4 oC and 37.7 oC. 
 

Figure 3 shows the modal damping variation for the first four modes as the temperature increases from 0 oC to 50 
oC. The first mode, being the one with higher magnitude, will be subjected to control, since the controller, as will be 
seen, is designed to tackle one mode only. Notice that the modal damping of the mode under analysis always goes down 
as the temperature goes up. Therefore, the main effect to be investigated in the next sections is the ability of the 
controller to overcome the loss imparted to the damping of the system. 

  
3. Time-Varying Pole Placement Control (TVPPC) 
 

To access the dynamic variations due to changes on the viscoelastic material, a controller design, based on the pole 
placement technique, is used. This technique is very useful for time-varying models, since it carries out information 
about the dynamics of the problem. The drawback is that it might get hard to write down the equations as the order of 
the model to be controlled increases. In general, the order of the model is kept to two or three; otherwise it would not be 
straightforward to include the dynamics of the system into the controller parameters. 

The advantage is that this method does not require a minimum phase plant, like the model reference adaptive 
control, which can be adapted for time-varying systems. Another point is the non-requirement for state estimation, since 
this is an output-feedback based controller. The output alone does not contain enough information about the system, so 
the plant dynamics must be included in the controller design. To demonstrate the concept, we analyze a second-order 
system represented by a single mode in the modal domain. For such a low-order model, the solution of the controller 
parameter is straightforward 

The time-varying space-state representation of the plant, in the modal domain, is given by (Silva, 2003 and 
Meirovitch, 1990) 

 



 
 

Figure 3. Modal damping versus temperature. 
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where ℜ  and ℑ  are the real and imaginary parts of the targeted eigenvalue, respectively. In (Silva, 2003), the 
variation of the eigenvalues with temperature was analyzed. As for the lumped-parameter model, we propose to explore 
this variation by creating time-varying functions ( )tar  and ( )tai  to modify the eigenvalues of the system due to 
temperature changes. It is assumed that temperature will not affect the coefficients of the input and output matrices, 
which is a valid assumption when the number of degrees of freedom in the model is much higher than the number of the 
modes analyzed. 

As in (Tsakalis and Ioannou, 1993), we are looking for a control signal such that the state-space realization of 
plant/controller is illustrated as in Fig. 4. The objective of the TVPPC is to determine a control input pu  such that the 

closed-loop plant is stable with closed-loop poles equal to the poles of a prescribed monic polynomial representing the 
desired closed-loop poles.  

The control input, Eq. (7), is given by combining the plant input and output through controller parameters iθ , which 
are time variant and carries information about the dynamics of the model. 
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The equations of the controller parameters are the same for any second order system, therefore their development are 

not shown here again. They are given by 
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Figure 4. State-space realization of TVPPC; v as a command signal (solid line) or as an unknown disturbance to the 

plant (dashed line). 
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The remaining parameters are the coefficients of the third order polynomial, ( )32

2
1

3 AsAsAs +++ , that will deliver 
the desired closed-loop poles. The auxiliary equations are 
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and F  ( ) ( )( )11 −×−

∈
nnR  is any stable matrix (which will be a scalar in our case), and [ ]TTT qqg 1=  is a constant 

vector such that the pair ( )F,Tg  is observable. 
 
4. Simulation Results 

 
In order to show the performance of the TVPPC design, three sets of simulations were performed and compared 

with another control design. The controller known as positive position feedback (PPF) (McEver, 1999) was chosen as 
the baseline for this comparison. Since the temperature influence on the modal damping is the main factor under 
investigation, a temperature range was chosen so as to verify under what conditions a time-varying controller is better 
than a time-invariant one. 

It has been shown that a time-invariant controller such as PPF can lack its performance and even lead to instability 
because of the temperature effect (Silva, 2003). There are cases however, in which the temperature range under analysis 



is not wide enough to show such behavior. In this case, the one considered here, the PPF controller may have a good 
performance, but not as good as a controller that takes into account the time variation of the system parameters. 

 
4.1. Analysis at constant temperature 

 
The first analysis is made at C�4.4 , and the system is disturbed at its first natural frequency (24.4 Hz). The goal of 

the TVPPC was to increase the modal damping to 14.52% by placing the pole at –22.133-150.74i. The parameters of 
the PPF filter that best approximate the TVPPC performance were: 4105.7;0125.0;16.34 ×=== gainHz ff ςω . 

The ( )tar and ( )tai  time-varying functions were extract directly from the variation of the pole with temperature, i.e., 
the real and imaginary parts of the targeted pole is plotted as a function of temperature, or shift factor, and the resulting 
curve is fitted to a polynomial. In this simulation, a 5th order polynomial was used. These functions are: 
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Both techniques gave satisfactory results, Fig. 5, with the TVPPC being able to place the pole at the desired 

location. The TVPPC controller has a steadier response, while the PPF, being a filter, exhibits its best performance after 
the system reaches a steady state vibration. 

 

 
 

Figure 5. Time response of the system without control and controlled; at C�4.4 . NC: control off. 
 
An important aspect that might be present during a control task is the delay factor. In a real application, the control 

is never turned on at time t=0s. Usually, it takes some time to detect the vibration of the system, and only then the 
controller is automatically turned on. There might be even the case in which the controller is only necessary after the 



 
vibration of the system has reached a specified level. If some vibration level is allowed, then this is a good way to save 
some energy. A category that falls into that is when the controller brain fails for a fraction of seconds. In this case it is 
necessary to verify if the controller will be able to bring the vibration to an acceptable level after the “failure effect” has 
ceased. 

To simulate these situations, we let the system under the influence of the disturbance and turn the control on after 
0.2s (delay simulation). The control is turned off at 0.6s and is back again at 1s (failure effect). This would represent the 
situation in which some control energy is saved., being the case where the vibration level during that period is 
acceptable.  

As shown in Fig. 6, the TVPPC had a faster response to the control input, being able to bring the vibration level to 
the desired position. This is done at the cost of a higher control input at the moment the control is turned on.  This 
characteristic is explained by the fact that the TVPPC is forced to push the poles to the desired location.  

 
 

 
 

Figure 6. Failure effect / delay simulation of the controller, with saturation, at constant temperature. 
 

4.2. Analysis at variable temperature 
 
In this section, the temperature profile is such that it increases linearly from 4.4o C at 0.6s to 37.7o C at 1.2s. The 

TVPPC performance is still better, Fig. 7. Obviously, different PPF parameters could result in a better performance, 
although such combination was not found. Despite the amount of reduction imparted by each controller, both were 
insensitive to the temperature variation. As mentioned before, the good performance of the PPF for this time-variant 
system is a particular case. Usually, there is a tendency of degradation in the response if the controller is designed to 
work on an specific condition and the system is subjected to another one (Banks and Inman, 1992, and Silva, 2003).  

Again the failure and delay effect are investigated. The result is shown in Fig. 8. Note that the TVPPC, as before, 
respond faster to the control command, and it brings the structure to the desired vibration level in about 0.1s. We can 
see that as the vibration level gets higher, due to the temperature variation, the PPF performance degrades after the 
control is turned on again at 1s. Therefore, if the delay is too long and if under effect of the temperature, only the time-
variant controller will lead to an acceptable performance. 

Because the temperature is affecting damping in such a way that the system response increases with time, it is 
reasonable that the control demand at 1s would be much higher than at 0.2s. In practical situations in which the supplied 
voltage to the piezo patch is limited, that demand may not be achieved. There are two main reasons we may want to 
limit this voltage: one is due to the capacity of the material, and the other is just the economic factor. The simulation in 
Fig. 8 is repeated in Fig. 9, but now the voltage supplied to the piezo patch is saturated at 60V, which is about the limit 
for the PZT with the thickness given in the present work 



 
 

Figure 7. Time response of the system without control and controlled as the temperature goes from C�4.4  to C�7.37 . 
.  
Even with the saturation, the TVPPC controller maintained the good performance, being slightly worse when the 

control input is turned on again at 1s, as compared to the case with no saturation. The PPF, again, was not able to 
improve the performance. It is clear that, although a time-invariant controller might have a good performance at 
constant and eventually at variable temperature, this is not the case when there is a delay or a failure effect on the 
controller. 

 
 

 
 

Figure 8. Failure effect / delay simulation of the controller, without saturation, at variable temperature. 
 



 

 
 

Figure 9. Failure effect / delay simulation of the controller, with saturation, at variable temperature. 
 
 

5. Conclusion 
 

A control technique designed for time-variant systems was tested on a constrained-layer damping model. The goal 
was to verify the performance of this controller under the condition where the temperature is affecting the damping of 
the system. The controller was tested under the circumstances of delay and failure effect of the controller. Since this 
type of controller has not been tested on these situations, this methodology was compared to a time-variant controller, 
known as positive position feedback. 

The results have shown that: 
• Both techniques have similar behavior at constant temperature. If the temperature is varying, the TVPPC 

is slightly better. 
• The TVPPC controller delivered satisfactory results when situations as delay and failure of the controller 

were tested. It was able to quickly bring the response to the desired level, while the time-invariant 
controller suffered degradation. 

• Also, as a result of saturation on the piezoelectric patch, the TVPPC was able to keep almost the same 
performance, which did not happen for the PPF controller. 
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